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ABSTRACT
The digital camera revolution has changed the world of pho-
tography and now most people have access to, and even reg-
ularly carry, a digital camera. Often these cameras have
been designed with simplicity in mind: they harness a va-
riety of sophisticated technologies in order to automatically
take care of all manner of complex settings (aperture, shut-
ter speed, flash, etc.) for point-and-shoot ease. However,
there is little or no support for the end-user when it comes
to helping them to compose or frame a scene. To this end we
describe a novel recommendation system application that is
designed to assist the user by recommending relevant compo-
sitions given their current location and scene context. This
application has been implemented on the Android platform
and we describe its core recommendation technologies and
user interface.

1. INTRODUCTION
The success of digital cameras means that the world of

photography has changed forever. But, the first generation
of dedicated point-and-click digital cameras represent only
the beginning of a much broader revolution. Today many
of us carry a digital camera with us everywhere we go; they
are a common feature of a modern mobile phone. This has
lead to an explosion of photographic content, which has been
created and uploaded to a variety of photo-sharing services.
In parallel, considerable research effort has been focused on
assisting users when it comes to capturing and managing
images. For example, in addition to the auto-exposure set-
ting features of most modern cameras, new advances in face
recognition are now being used to help users to improve por-
trait style photography by auto-focusing on faces in a scene
[3]. Similar techniques are also being used to help users
to better organise and catalog their growing image collec-
tions [12]. Indeed a wide range of classification technolo-
gies are being used for scene recognition and classification
for improved collection management [2]. Recently, cameras
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started to become available equipped with location sensing
technology and digital compasses, this introduces some in-
teresting new opportunities when it comes to helping novice
users to take better quality photos. Indeed, while modern
cameras have sophisticated auto-exposure modes (to take
care of aperture and shutter speed, flash, etc.) [4] there is
little or no support for the end-user when it comes to help-
ing them to compose or frame a scene. Simply put, modern
point-and-shot cameras work well at fixing the exposure set-
tings that are appropriate to a given scene but they don’t
help the user when it comes to choosing an interesting shot
or framing the scene. This problem is referred to as the
composition problem and choosing the right composition is
a key ingredient when it comes to taking high-quality pho-
tographs.

We consider this composition problem as a novel type of
recommendation opportunity whereby individual users are
prompted, as they setup to take a photograph, with nearby
examples of relevant, well-composed, previously taken pho-
tographs. In other words, we can recommend a short-list of
high-quality, well-composed photographs to the user, based
on their current location, lighting conditions, etc. in the
hope that one of these compositions may usefully guide the
photographer with respect to their current photograph. This
represents an interesting recommendation challenge for a
number of reasons, in particular the use of contextual in-
formation from the physical world (location, time, lighting,
etc.) is related to recent work in context-aware recommender
systems research [10, 13]. Moreover, this is an opportu-
nity to introduce recommender systems into an existing and
ubiquitous consumer technology, namely digital cameras and
camera phones, where there is a pre-existing history of so-
phisticated assistive technologies and thirdly, this work is
enabled by recent device advances (e.g. GPS and digital
compass technologies) and online services such as geo-coded
image repositories like Panaramio1, without which this work
would not be practically possible. We use the social ranking
systems of these image services to provide an initial step in
the filtering process of our recommendation system.

In this paper then, we describe our initial attempt at
developing the social camera, which embodies our recom-
mender system to provide compositional support. The appli-
cation has been developed on the Android2 platform and we
describe its core recommendation technologies and demon-

1www.panoramio.com
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strate its effectiveness in a number of real-world scenarios.

2. BACKGROUND
The work described in this paper brings together ideas

from a number of different areas of research including, rec-
ommender systems, image retrieval, context-based and con-
text aware systems, mobile computing, computational pho-
tography, and the sensor web.

A core element of our social camera system concerns the
ability to identify and retrieve relevant images and there
has been considerable work to date on the image retrieval in
general. In particular, content-based image retrieval (CBIR)
approaches seek to understand the content of an image by
using a variety of image analysis techniques to extract core
image features as the basis for matching during retrieval.
For example, colour histogram, edge detection, and shape
extraction techniques have all been used as the basis for im-
age retrieval; see for example [6]. On their own however
these intrinsic properties of an image are rarely sufficiently
informative to drive an effective image retrieval system and
so researchers have begun to look beyond the image towards
extrinsic forms of information that may be used during re-
trieval. For example, recently the work of Von Ahn [14]
and others have demonstrated how image representations
can be greatly enhanced with tags, and how people can be
encouraged, and are willing to, provide tags that carry se-
mantically rich information about images. In our work, we
are focused on image retrieval in a mobile context and this
provides additional sources of informative features that can
be used to greatly constrain the retrieval task. For instance,
the availability of accurate location information (via GPS
sensors) is one obvious source of context information and
this type of information has been harnessed as the basis for
tag inferencing during image retrieval [11].

Indeed the availability of rich context information has led
to an increasing interest in context-aware recommender sys-
tems; see [9, 13, 15]. Generally speaking there are different
forms of context (as opposed to user preferences) that can
be used to guide recommendation. For instance, the work
of Lombardi et al [7] look at context in an e-commerce set-
ting. They argue that the preferences of a user can, and
should, be segmented into different contextual states. In
other words, the preferences of individual users will change
according to their buying context and thus recommenda-
tion accuracy can be improved by modeling their contextual
states and transitions. The work of Baltrunas and Ricci [1]
focuses on the potential for contextual information to influ-
ence traditional matrix-based collaborative filtering recom-
mender systems. More relevant to the work in this paper
is the role of context information that can be derived from
the physical world as a by-product of recommender system
usage. For example, the early work of Van Setten et al. [13]
has specifically focused on the role of location information in
a mobile recommender systems for tourism applications. Lo-
cation information is clearly external, physical world factor
that is generated by the movement of the user and that can
be applied to the generation of recommendations, and it is
this type of context that is quite relevant to the work of this
paper. Generally, it is worth highlighting that researchers
have begun to explore the different ways that context can be
incorporated into the recommendation process; see [9, 15].

In this paper we are concerned primarily with a very famil-
iar real-world scenario, helping people to frame photographs.

We believe that the time is now right for recommender sys-
tems to play an important role in a new generation of con-
nected cameras, especially when it comes to providing in-
telligent assistance to the user. Of course, digital camera
manufacturers and users alike are already all too familiar
with the important role that sophisticated computational
techniques have played when it comes to supporting image
capture and processing. For example, sophisticated object
and face detection techniques can be implemented in real-
time so that prominent objects can be identified within a
scene for improved focus and exposure settings [8]. The
dreaded “red-eye” effect can now be removed using a com-
bination of face detection and local colour manipulation [5].
Images that have been blurred by unwanted camera shaking
can be repaired to produce sharply focused images [16].

3. THE SOCIAL CAMERA
Our aim in this work is to develop a recommender system

that is capable of recommending well-composed photographs
to a user, which are relevant to the current location and
setting, as a way to help the user take better pictures for
themselves. This brings together a number of important
recommendation ideas: (1) understanding the user’s current
context as the basis for a recommendation profile/query; (2)
selecting a suitable set of candidate images from an online
image repository; (3) ranking these candidates and selecting
a short-list for recommendation to the end-user. In this sec-
tion we describe the form and function of the social camera
application.

3.1 Architecture
The overall social camera system is divided into 3 main

components — the camera component or social camera app,
the recommendation engine, and the image server — as
shown in Figure 1. The camera component is the actual
software that runs on the camera. This has been imple-
mented on the Android platform and is responsible for han-
dling the core image capture functions of the camera itself,
as well as providing the primary interface between the user,
the user’s context and the recommendation service. Each
time the user points the camera at a scene, the social cam-
era app generates a set of context features from the current
scene settings. These features include the current time, GPS
coordinates, compass direction, lighting conditions, as well
as the current camera settings, such as aperture and ISO
speed; see Figure 2 for an example of these various context
features. In short, these features provide a detailed repre-
sentation of the current scene context. They represent not
just the current location (GPS) but also the direction that
the camera is pointing (digital compass) and photos that
have similar location and compass features are likely to cap-
ture very much the same scene that the user is currently
seeing. Features such as camera’s ISO, aperture, and expo-
sure time settings are set automatically by the camera device
and they capture important information about the lighting
conditions that currently exist; images that match in terms
of their lighting conditions are therefore likely to be good
matches for the current scene, from an exposure viewpoint.

In combination then, these context features provide the
basis for image retrieval. In the case of social camera, we rely
on a variety of online image repositories, such as Panaramio3

3www.panoramio.com



Figure 1: System Architecture of the Context-Aware Social Camera

where users have uploaded GPS-tagged photographs, com-
plete with relevant EXIF4 meta-data (ISO, aperture, etc.)
we use the social ranking aspect of these repositories when
ranking images which are then used in our recommendation
technique. The recommendation engine selects relevant im-
ages based on a matching function that compares the current
user context to the meta-data stored with the images (see
Section 3.2). This provides a short-list of relevant, high-
quality images that can be ranked and presented to the user
through the social camera app.

Figure 2: Example context information.

As with any consumer-facing technology, the user experi-
ence is a vital success factor and special care and attention
has been paid to the development of an simple but powerful
user interface for the social camera app. There are three
basic parts to the social camera interface: photo recommen-
dation, directional assistance, and framing assistance. Ob-
viously, the context capture functionality remains invisible
to the user and is activated when they point the social cam-
era app at a particular scene. But once a suitable set of
recommendations have been located the user is given the
option to review these as examples of high-quality images
that have been take nearby; this is the photo recommen-
dation component. If the user chooses an image that they
would like then the interface provides on-screen directional
assistance to the user to help them to better re-orientate
themselves so as to be more closely aligned with the chosen
image-scene. Once the user is in the correct photo-taking
position they can receive framing advice, effectively overlay-
ing the chosen image on the current scene as a transparent
overlay so that the user can more precisely compose their
own photograph. In what follows, we will describe the core

4www.exif.org

recommendation algorithm in more detail and then present
a brief walk-through of the social camera in action, focusing
on these primary user interface features.

3.2 Recommendation Process
The summary recommendation algorithm is presented in

Figure 3. The basic input to the recommender include the
context profile (CP ) and the number of images to return
as recommendations to the end-user (k), typically we return
5 images. The first step of the recommendation engine is
to locate a suitable set of images that match in terms of
their location and direction properties. This is a key point.
There is little benefit to presenting the user with photos, no
matter how well composed they are, if the photos bear no re-
semblance to their current scene and location. Similarly, all
things being equal it makes sense to prioritise photos from a
given location that have similar directional information. For
this reason, during this stage of the recommendation process
we retrieve a set of n images (where n is typically 100) such
that these images are within 50m of the current location and
at a similar time of day; there is little advantage to present-
ing the user with a night-shot if they are experiencing bright
sunshine. Next these images are then scored according to a
combination of how close they are to the users current posi-
tion and the angular difference between their direction and
the users current direction, as shown in Lines 8-15. This
provides a set of recommendation candidates that are likely
to be recognisable within the view of the current user.

Next, we use further scoring functions in order to evaluate
the utility of these recommendation candidates. First we
score the images based on the date and time in the meta
data (see Lines 16-22).Then we score the images based on
how closely their light-related settings match the current
user’s context features (see Lines 23-28). This will allow us
to give a preference to photos taken under similar exposure
settings; it may be a particularly dull day leading to the need
for a longer exposure time or a greater aperture setting, for
example. Second, the images are also scored on the basis
of their popularity rating; see (Lines 29-30). Many image
repositories allow users to rate images and this information
can be used by our recommender to give preference to images
that seem to be well liked, on the assumption that such
images are likely to be of higher quality.

We now have a set of images that have been taken in the



vicinity of the current user, at a similar time of day and these
images have been scored according to their precise proximity,
exposure settings, and popularity. To produce a final set of
k recommendations we used a weighted scoring function (see
Line 31) in order to rank these images by the combination
of these proximity, exposure, popularity scores. We assign
equal weights to each score but as a matter of future work
it would be worth considering alternative scoring regimes.

Figure 3: The recommendation algorithm.

4. EXAMPLE SESSION
Figure 4 presents screenshots of the social camera app in

action. In this case the user is located near to Tower Bridge
in London and in what follows we will summarize a brief
walk-through of the assistive technologies in action.

4.1 Location Selection
When the social camera app is activated the user is first

presented with a location selection screen; Figure 4(a). Very
briefly, this encapsulates the recommendation search area
according to user’s current location. Typically the user
quickly moves off this screen but it does provide an op-
portunity to adjust some of the recommendation settings
if desired. For example, by default the social camera, as

mentioned above, will focus on retrieving images that were
taken from positions no more than 50m from their current
position. This interface allows the user to easily adjust this
default by either extending or contracting the location disc
as shown; indeed the user can also use this feature as a
way to relocate their current position manually, in order to
review photo recommendations from other locations, for ex-
ample.

4.2 Photo Recommendation
Once the user is satisfied with their location, the social

camera retrieves a ranked list of images according to the rec-
ommendation strategy outlined in the previous section; see
Figure 4(b). From an interface standpoint the user can sim-
ply cycle through these images until they find one that they
like. In this example, let’s assume that the user has selected
the lower image in Figure 4(b) and wished to take a similar
shot. Once the image has been selected the social camera
app will adjust the camera’s current exposure settings to
match those of the current image, allowing for variations in
lighting as appropriate; priority is given to aperture in the
current system.

4.3 Directional Assistance
Having selected the image the user now needs to better

position themselves in order to take a similar image. In
Figure 4(c) we show a simple form of directional assistance
provided by social camera. In the top left corner of the
screen, the photographer positioning for the selected images
are displayed on a dynamically changing positioning radar.
The radar updates as the user moves about and helps the
user to get to the correct location. To achieve this goal, the
icon which represents the images location adjusts depending
on the location and bearings of the user. Additionally, the
user is guided to adjust their position so that the colour-
coded recommendation icon is presented in the centre of the
screen. Is the user’s current position is too far off to the
left, for example, then the icon will appear on the right-
hand side of their screen, and as the adjust their positioning
it will move towards the centre of the screen; in Figure 4(c)
we can see that the user has adjusted their positioning so as
to be aligned just slightly to the left of the retrieved image’s
position. Of course at any time the user can just decide to
take a photo; they are not compelled to exactly replicate the
recommended image.

4.4 Framing Assistance
The directional assistance feature is unlikely to produce

a perfect alignment between user and recommended image.
There are limits to the accuracy of current GPS location-
sensing technologies which ultimately mean that the direc-
tional assistance feature is useful for some rough positional
adjustments. The final feature of the social camera interface
is designed to help with the final framing of the user’s pho-
tograph. Basically, this allows for the current recommended
image to be overlaid on the current viewfinder scene as a
transparent overlay; the degree of transparency can be ad-
justed by the user with the on-screen slider, to allow for
different lighting conditions. In this way the user can make
some fine-tuned adjustments to their framing and position.
In Figure 4(d) for example, we can see that the user has
reproduced very closely the recommended image and is now
ready to take their own photograph.



(a) (b) (d)(c)

Figure 4: a) Selecting your location. b) Available images from the Photo Recommendation list. c) Viewfinder
image with Directional Assistance. d) Increasing the opacity of the recommended image with the Framing
Assistance tool.

5. CONCLUSION
In this paper we have argued the need for composition

and framing advice so that users can learn how to compose
a well-framed photograph. Current digital camera technolo-
gies are very much lacking in this regard. As such we have
described the design and development of the social camera
system. This has been fully developed as an Android app.
It provides users with recommendations of well-framed pho-
tographs based on their current context (location, direction,
lighting conditions) so that the user can easily emulate an
image of their choosing and, in the longrun, improve their
own photographic competence. Additionally, such an expe-
rience allows for users to frame expert pictures themselves
while including their family or friends. There are some chal-
lenges when it comes to improving the user interface and
overall user experience but we believe that this is a good
first step towards a very interesting context recommender
systems opportunity. Future work will involve a live user
study examining the recommendation quality and user re-
action to the interface.
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