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ABSTRACT 

The last few years have seen an increased interest in 

incorporating context within recommender systems. However, 

little empirical evidence has emerged to support the premise that 

context can actually improve recommendation accuracy. Indeed 

little agreement exists as to what represents the context of a user 

or indeed how such context should be used within a 

recommendation strategy. In this paper we study the effect of 

incorporating contextual variables, both observable and derived 

from past user behavior, on the accuracy of a content based 

recommender system. The system was evaluated using data from 

an Italian online retailer. Results suggest a significant 

improvement in performance when using contextual variables.  

Categories and Subject Descriptors 

H.2 [DB Management]: H.2.8 DB Application–Data Mining 

General Terms 

Algorithms, Performance, Modeling 
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1. INTRODUCTION AND PRIOR WORK 
Personalized offers for individual customers are crucial for many 

kinds of businesses because they enable companies to service the 

unique needs and preferences of individual customers, help them 

build customer loyalty and finally increase their competitiveness 

in the marketplace. A recommender system (RS) is a 

personalization system that help users to find items of interest 

based on some information about their historical preferences. 

Various classifications of RS have been proposed [2,3]. Most 

of these systems focus on recommending items to users based on 

customer’s historical preferences (either explicitly stated or 

implicitly through purchases) and other available data on users 

(such as demographics) and items (such as content descriptions). 

These recommendation strategies are usually based on 

collaborative filtering [14], content-based filtering [13] or a 

combination of these two methods [6]. 

Collaborative Filtering recommends products based on the 

similarity of the preferences of a group of customers known as 

neighbors. The assumption is that users that have had common 

interests in the past, defined by feedback on items consumed, will 

have similar tastes in the future. Content based filtering systems 

have their roots in information retrieval [5] and information 

filtering [8] research. The approach is based around the analysis 

of items previously rated by a user and generating a profile for a 

user based on content item descriptors. It is usually computed by 

extracting a set of features from items rated previously by the user 

and is used to determine the appropriateness of the item for 

recommendation to the user. It can be varied as a classification 

problem. There has already been a work that treated 

recommending as a classification task [7]. 

RSs traditionally operate on a user-item matrix. As the user 

enters new ratings or makes new purchases, their user profile is 

updated by simply adding the new information to the current 

rating vector for the user. This additive approach to modeling the 

user simply ignores the notion of “situated actions” [15], that is, 

the fact that users interact with systems within a particular 

“context” and ratings for items within one context may be 

completely different from the rating for the item within another 

context. It is therefore not surprising that stories of inappropriate 

recommendations abound, such as the male customer buying a 

pregnancy book from Amazon.com as a present, persistently 

receiving recommendations on pregnancy related topics [10]. In 

fact, several studies have maintained that a change in the context 

makes the behavior of a customer change [9]. Nowadays, the 

variability of customer decision-making process decreases the 

capacity to predict their behavior. Furthermore, it is difficult to 

identify a contextual variable that affects the purchasing behavior 

of all customers in the same way. This is more difficult on-line.  

Recent experimental research on customer modeling has 

proved that including contextual information in a customer’s 

behavior model can increase predictive accuracy [12]. By 

considering contextual information, the customer transactions 

pertaining to a particular context become more homogenous, 

making it easier to predict customer behavior more accurately in 

similar contexts. Adomavicious et al. [1] showed that including 

the context in which transactions occur in a multidimensional 

model improves the ability of recommending items to users. As 

opposed to the use of explicit contextual variables, Anand and 

Mobasher [4] suggested the use of implicit contextual cues to 

retrieve relevant preference information from a user’s long term 

profile and use it in conjunction with the information stored in the 

short term profile, generated within the current interaction, for 

generating recommendations. 

One of the main criticisms of contextual approaches to 

recommendation  is the reduction in the amount of data available 

for learning each of the contextual model. There is hence a belief 

that the advantage gained in incorporating context within the user 

model will be offset by the increased sparsity of the contextual 

data. This is further exacerbated by the multidimensional 

representations of context. In this paper, we study the effect of 

incorporating contextual variables, both observable and derived 

from past user behavior, on the performance of content based 
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RSs. In particular, we evaluate which contextual variable affects 

more the performance. Given a set of users, each with a set of 

transactions, first we consider the whole database and then we 

cluster the users based on the interactions between their 

contextual variables in order to understand whether the 

performance improves. We then build models aimed at selecting a 

subset of items relevant to a customer that presents himself at the 

e-tailors store displaying a certain context to his visit. The models 

are built for each context identified and for each cluster of users. 

In addition to the context, these models incorporate item features. 

We experiment with two different approaches to describing items 

based on structured and unstructured data. 

2. PROBLEM FORMULATION  
We are given a set of n users, U. The users transact with an e-

tailer, purchasing items, I. Each item ij may have a structured 

description based on a set of s attributes {ia1,ia2,...,ias}, that 

describe its characteristics such as Super_Category, Price, Brand, 

etc or an unstructured textual description which can be 

transformed into a standard vector space model developed for 

information retrieval. Let T represent the set of transactions by the 

users where each transaction is said to have been conducted 

within a context kr ∈ K, the set of contexts. The context itself is 

defined by a set of contextual attributes {ka1,ka2,…kak}.  

Given a user, ua, that presents himself at the e-tailer’s store, 

we would like to be able to accurately predict the subset of I that 

would be candidates for purchase by the user. To this end, data 

pertaining to the set of transactions, Ta, conducted by the user, ua 

in the past, is used to build a user preference model that is then 

used to recommend items, not currently consumed by ua. A typical 

example of such a user preference model is that generated by a RS 

in the form of a rating function, ra: I → [1,R], specific to a user 

(or set of users). Alternatively, content based models may learn a 

function, fa: I → [0,1], where each item is mapped onto a 

likelihood of purchase by the customer (or group of customers). 

We refer to this model as the uncontextual model. In addition to 

the users transactions, the preference model may incorporate item 

attributes (descriptions) as is the case in content-based filters. 

In the presence of context, we suggest that there exists a 

separate preference model for the user within each context. The 

transactions of the user are further partitioned into sets of 

contextual transactions, Tkr, based on each context, kr, within 

which the user has transacted with the e-tailer. This results in a 

reduction in the amount of data available for learning each of the 

contextual preference models which has a derogatory effect on the 

accuracy of the function learned. To address this problem we 

opted to build aggregate user profiles instead of individual user 

profiles. There has been work on learning aggregate profiles for 

recommenders [11], that builds profiles that can apply across 

groups of users who may have similar interests. In this paper, we 

build a classifier not on individual purchase data but on purchase 

data from subsets of users. We achieve this by clustering users by 

their transactional behavior. The transactional behavior of a user 

is represented by a binary vector of size k(k-1)/2 where k 

represents the number of contextual variables in our model. Each 

element of the vector contains a 1 or a 0 for each pair of 

contextual variables depending on whether the pair of variables 

are independent of or dependent on each other. These binary 

vectors are clustered to produce a set of clusters of users that are 

affected by the same contextual variables in similar ways. For 

each cluster, we now have a set of “contextual states” and for each 

of them, we build a model that predicts the likelihood of a product 

being purchased by customers within that context. These models 

are built by using only the products purchased by customers in a 

particular context and cluster. Each group preference model is 

defined as a function, fck : I → [0,1] that map each item in I to the 

probability of it being purchased by a customer within the cluster 

and within the given contextual state ck. For each cluster, the 

contextual model that gives the best performance is selected. 

Alternatively, if the performance of the un-contextual model is 

significantly better than that of the contextual model we can 

assume that for that cluster no contextual state is relevant. 

3. EXPERIMENTAL SETUP 
The experiments were conducted using a dataset from an Italian e-

commerce portal which specializes in selling electronic products. 

The data consists of 108,238 transactions made between 2001 to 

2007 and carried out by 32,429 customers. The attributes included 

in the dataset are: customer’s ID, age, date of registration, 

transaction date, product purchased, product brand, product price, 

product category, purchased quantity, form of payment. The item 

table is composed of 14,955 items and the attributes included are: 

ID, Super_Category, Category, Big and Small Description of the 

item, Big and Small Photo, Price and Brand. Furthermore, each 

item has an associated small and big textual description where its 

characteristics such as color, size, shape, etc. are described. To 

compare the contextual and un-contextual approaches, we 

conducted experiments across the following experimental settings: 

1) Context Model, 2) Baseline Model, 3) Clusters, 4) Item profiles 

and 5) Classifiers and Evaluation Metrics. 

1. Context Model. We defined five contextual variables: 

- Time of day. Time of the day a customer makes a transaction.  

- Time of year. Time of the year a customer makes a transaction. 

- Weekday. Day of the week a customer makes a transaction.  

- Super_Category. Super Category of a product purchased. 

- Price_Sensitivity. Analysis of the transactional data suggested 

that there was a strong negative correlation between “time since 

the first purchase of a product” and the user price for the product. 

This isn’t that surprising as an “early adopter” or “technology 

enthusiast” would want to buy a new product without much 

consideration to price whereas a “laggard” would tend to be more 

price sensitive. Clearly the price sensitivity of a user may be 

dependent on other factors. This suggested a new contextual 

variable, PSij, that could be derived from the transactional data, as 

defined below: 

j

j

Lifetime

FPDate- PDij

ijPS =
 

where, Lifetimej is the time elapsed between the first and last 

purchase of a item ij, PDij is the time of the purchase of ij in 

transaction ti and FPDatej is the date of the first purchase of ij. If 

the expected value of PSij for customer ui is close to one, the 

customers can be classified as price sensitive because he/she 

usually makes a purchase at the end of product life cycle when the 

price is lower. If it is close to zero the customers can be classified 

as not price sensitive. The same customer may show a different 

behavior in different times of day, periods of the year and days of 

the week or depending on Super_Category of product purchased 

and sensitivity to price. For instance, if the contextual variable is 

Time of day, the customer can purchase more products in evening 

because he/she has more time to decide and less during the rest of 

the day. 



2. Baseline Model. As our experiments are aimed at showing 

the value of contextual recommendation, we used two baseline 

un-contextual and contextual models: 

- A model built for the entire user base (Whole_DB), representing 

the non-personalized, un-contextual predictive model. We also 

built a set of baseline contextual models that were built on the 

entire user base but incorporated the contextual information, i.e. 

we built a separate model for each of the contextual states as 

defined above but assuming all users belong to one cluster. In this 

case, we recommend the same items for all customers and 

therefore, we do not personalize the offerings. 

- A  model for each cluster, personalized to a group of customers, 

but ignoring all contextual information. We also built a set of 

contextual models, for each cluster as described below. 

3. Clusters. A simple model of context would assume that all 

contextual attributes are independent of each other. However, 

interactions between the contextual variables may exist and not 

accounting for these can have a derogatory effect on the predictive 

accuracy of the contextual model. On the other end of the 

spectrum, we can assume that no independence relationship exists 

between the contextual attributes. However, this would lead to the 

generation of Πk|cak| partitions of the user base, leading to sparsity 

in the training data set. In this study we took the middle ground of 

allowing for pairs of contextual variables to interact. Each user in 

the customer base was represented by a 10 dimensional vector, 

each dimension corresponding to a pair of contextual attributes 

and assigned one of two values {IND, DEP} depending on 

whether they were independent or dependent of each other. The 

Chi-Square test at 95% confidence was used to determine whether 

a given pair of contextual attributes was independent of not. These 

customer vectors were then clustered. Of the clusters learned, 10 

clusters were deemed to have a sufficient number of transactions 

for further analysis (Table 1).  
 

Table 1. User base, clusters, contextual attribute dependency 

 
 

4. Item profiles. The next task was to build a classifier for the 

whole customer base and for each cluster to predict whether an 

item would be purchased by a user within the whole database and 

the cluster or not. We considered two different approaches to 

describe items based on structured and unstructured data. In the 

first case, the independent attributes that described an item were 

Super_Category, Category, Price, Big and Small Description, Big 

and Small Photo and Brand. In the second case, unstructured text 

descriptions for the items were used as the independent variables. 

These texts were converted into a bag of words representation, 

with stop word removal, and the using the top 250 words selected 

based on document frequency. Hence each item was represented 

as a vector of 250 dimensions with values indicating the 

occurrence count of the corresponding word within the item 

description. These are used as independent variables for a 

classifier learned to predict the likelihood of purchase of the item 

by the user (or group of users). 

 

5. Classifiers and Evaluation Metrics. The Weka classifier 

[16] that was used for building predictive models is Cost 

Sensitive that reweights training instances according to the total 

misclassification cost assigned to each class. The base classifiers 

that we used were J48  and JRIP  for the models that used the item 

attributes as independent attributes, and we used Naïve Bayes 

Multinomial  for the models that used the unstructured item 

description as the independent attribute, as the Naïve Bayes is 

known to perform well in text classification tasks. The predictive 

power of the models was evaluated via two performance 

measures: percentage of correctly classified instances (number of 

correctly classified instances among all cases, CCI), and True 

Positive rate (number of the items purchased that are predicted 

correctly, TP_rate). Ten fold cross validation was used to estimate 

the performance of the models. 

4. RESULTS 
In this section we present the results of the effect of context on 

RSs across all the experimental conditions. The aim is to analyze 

experimentally under which conditions a contextual RS 

outperforms the un-contextual. In particular, the results show that 

the contextual RS almost always performs better than the 

traditional RS for both approaches used. Table 2 (a and b) reports 

the contextual model  that gives the best performance in terms of 

both CCI and TP_rate for J48 and JRIP in the case the item 

models include the attributes and for Bayes Multinomial in the 

case the unstructured text descriptions for the items were used as 

independent variables. In particular, for both approaches used the 

contextual models are built by using only the products purchased 

by customers in a particular context and cluster. Therefore, for 

each cluster we compared the performance of the five contextual 

models with each other and selected the best. 
 

Table 2. Contextual attributes with the best performance 

 
 

 

(a) 

(b) 



The contextual model that provides the best performance for the 

whole database and almost any clusters is either Super_Category 

or the one that is composed of dependence of Super_Category 

with other contextual attributes, when we use J48 and Naïve 

Bayes Multinomial. The result depends on the cluster and the 

evaluation metric when we use the JRIP algorithm. 
 

Table 3. CCI and TP_rate for J48 and JRIP algorithms 

 
 

Table 4. CCI and TP_rate for Naïve Bayes Multinomial 

 
 

Table 3 reports the CCI and the TP_rate for Whole_DB and 

all Clusters considered for un-contextual model and the contextual 

model that provides the best performances. Almost all contextual 

models perform better than the un-contextual in terms of both CCI 

and TP_rate. Only the contextual models built for Cluster 5 

perform worse using either algorithm than the un-contextual 

model in terms of true positive rate. The values of both 

performance measures are higher when we use J48 algorithm. It is 

worth noting that the performance obtained for the whole 

customer base are either similar or higher than the ones obtained 

for clusters. In particular, the accuracy of the Whole_DB obtained 

by using J48 algorithm is either similar or lower than the one of 

Clusters while the true positive rate is always higher than the one 

of Clusters. Both the accuracy and true positive rate of the 

Whole_DB obtained by using JRIP algorithm are almost always 

higher than the ones of Clusters.  

Table 4 reports the CCI and the TP_rate for Whole_DB and  

all Clusters considered for un-contextual model and the contextual 

model that provides the best performances. This is the case where 

the unstructured text descriptions for the items were used as the 

independent variables. Table 4 shows that there is at least a 

contextual model that leads a better performance. Furthermore, we 

can observe that the accuracy of Whole_DB is always lower than 

the one of Clusters while the true positive rate is almost always 

higher than the one of Clusters.  

Comparing the results reported in Tables 3 and 4, it is worth 

noting that when we use item models that have the unstructured 

item description as the independent variables, the context affects 

more on the true positive rate than on the percentage of correctly 

classified instances. The contrary occurs when we use item 

models that include the attributes. Furthermore, in both tables, 

CCI values are almost equal for all user categories, but TP_rates 

are rather different. This may depend on the fact that the 

dependent variable is unbalanced. In fact, the accuracy may be 

biased to favor the majority class (product is not purchased) and 

therefore, it could assume values too high. 
 

Table 5. Items purchased in each Super_Category 

 
 

Table 6. Items purchased within each contextual model for 

different Super Categories and Clusters 

 
 

 
 

 
 

 

(a) 

(b) 

(c) 

(d) 



Most results show that the contextual attribute that provides the 

best performance is Super_Category for both approaches used. 

Tables 5 and 6 report the total number of items belonging to each 

Super_Category and the number of items purchased within each 

Super_Category for the whole customer base and for each cluster. 

Since there is a dependence between Super_Category and other 

contextual attributes for four clusters (see Table 2) Table 6 reports 

the number of items purchased in the following contextual 

models: (a) Super_Category/Time of Year for Cluster_5, (b) 

Super_Category/Price_Sensitivity for Cluster_7, (c) 

Super_Category / Time of Day for Cluster_8, (d) Super_Category 

/ Weekday for Cluster_9. The goal is to explain the importance to 

use the clusters rather than the whole customer base. In fact, the 

tables show that the number of items purchased decreases moving 

from Whole_DB to each Cluster. Although the performances 

obtained for the Whole_DB  are almost always better than the 

ones obtained for all Clusters, it is attractive to use clusters 

because it is possible to personalize the offers and decrease the 

number of items to recommend. In fact, the user is more interested 

in examining a small set of recommended items rather than a long 

list of candidates. 

 

5. CONCLUSION 
This research aims at studying the effect of incorporating 

context with the process of predicting a set of items relevant to the 

user by using two different approaches. 

The main conclusions of our study can be summarized as 

follows. Firstly, the contextual model almost always performs 

better than un-contextual in terms of both accuracy and true 

positive rate when we consider item models that include 

attributes. In particular, the effect of context is stronger on the 

percentage of correctly classified instances. Secondly, there is at 

least a contextual model that leads a better performance when the 

unstructured text descriptions for the items were used as the 

independent variables. The effect of context is stronger on the true 

positive rate. Thirdly, the performances of Whole_DB is almost 

always better than the ones of all Cluster for both approaches 

used. However, the total number of items that can be 

recommended is too high. While a threshold on likelihood may be 

used to reduce the number of recommendations, the fact remains 

that the recommendations are not personalized. For this reason, it 

is attractive to consider the clusters in order to personalize 

offerings with a set of items relevant to a lower number of users. 

The results cannot be generalized to every dataset and to all 

industry sectors, but this experimental study may represent a 

meaningful initial step showing that the performance of RS 

improves in terms of both predictive accuracy and the true 

positive rate by exploiting contextual information. Further 

research is required in order to better understand the use of 

context in RS. In particular, it will be necessary to improve our 

method because the  un-contextual model is affected by the 

contextual information when we build the clusters in a way. In 

addition, we plan to do the same experiments by using a 

collaborative filtering approach and to build an ensemble model 

in order to improve the performance of the contextual models. In 

fact, it was noticed that an ensemble of individual predictors 

performs better than a single predictor on the average. Our goal is 

to combine the results of each contextual model that will have a 

different weight depending on the results obtained in our previous 

experiments, to make better recommendations. 
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