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ABSTRACT

Collaborative Filtering (CF) exploits users’ recorded ratings
for predicting ratings on items not evaluated yet. In classi-
cal CF each item is modelled by a set of users’ ratings not
specifying in which contextual conditions the ratings were
obtained (e.g., the time when the item was rated or the goal
of the consumption). In some domains the context could
heavily influence the rating values. Therefore, a single rating
for each user and item combination could be insufficient for
making accurate predictions. This paper introduces and an-
alyzes a technique, item splitting, for dealing with context by
generating new items. In this approach, the ratings’ vectors
of some items are split in two vectors containing the ratings
collected in two alternative contextual conditions. Hence,
each split generates two fictitious items that are used in the
prediction algorithm instead of the original one. We eval-
uated this approach on real world and semi-synthetic data
sets using matrix-factorization and nearest neighbor CF al-
gorithms. We also compared our approach to the classical
reduction based context-aware CF approach. We show that
item splitting can be beneficial and its performance depends
on the splitting criteria and on the influence of the contex-
tual variables on the item ratings. Moreover, we show that
item splitting can perform better than the reduction based
approach.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—Information filtering

General Terms
Algorithms, Experimentation

1. INTRODUCTION

Collaborative Filtering (CF) recommendations are computed
by leveraging historical log data of users’ online behavior [2].
CF assumes that the user’s recorded ratings for items can
help in predicting the ratings of like-minded users. This
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assumption is valid only to some extent. In fact, the user’s
general interests can be relatively stable, but, the exact eval-
uation of an item can be influenced by many additional and
varying factors. In certain domains the consumption of the
same item can lead to extremely different experiences when
the context changes [1, 4]. For instance, in a tourism appli-
cation the visiting experience to a beach in summer is strik-
ingly different from the same visit in winter (e.g., during a
conference meeting). However, most CF recommender sys-
tems would not distinguish between these two experiences,
thus providing a poor recommendation in certain situations.

Context-aware recommender systems is a new area of re-
search [1], and context-aware approaches can be classified
into three groups: pre-filtering, post-filtering and contex-
tual modelling [3]. Reduction based approach [1] extended
the classical CF method adding to the standard dimensions
of users and items new ones representing contextual infor-
mation. Here recommendations are computed using only
the ratings made in the same context as the target one. The
authors use a hierarchical representation of context, there-
fore, the exact granularity of the used context is searched
(optimized) among those that improve the accuracy of the
prediction. Similarly, in our approach we enrich the simple
2-dim. CF matrix with a model of the context comprising a
set of features either of the user, or the item, or the evalua-
tion. We adopt the definition of context introduced by Dey,
where “Context is any information that can be used to char-
acterize the situation of an entity” [7]. Here, the entity is the
experience of an item that can be influenced by contextual
variables describing the state of the user and the item. In
this paper we propose a new approach for using these con-
textual dimensions to pre-filter the target item ratings (the
item whose rating prediction is sought). Actually, to be pre-
cise, the set of ratings for an item is not filtered but it is split
into two subsets according to the value of a contextual vari-
able, e.g., ratings collected in “winter” or in “summer” (the
contextual variable is the season of the rating/evaluation).
These two sets of ratings are then assigned to two new ficti-
tious items (e.g. beach in winter and in summer). This split
is performed only if there is statistical evidence that under
these two contextual conditions the item’s ratings were dif-
ferent, i.e., users evaluate the item differently.

This study also shows that standard neighborhood and ma-
trix factorization based CF models cannot cope with rating
data influenced by contextual conditions. In fact, we show
that if the contextual condition does influence the item rat-
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ings, item splitting techniques can help to improve the accu-
racy of CF, especially with matrix factorization techniques.

2. ITEM SPLITTING

In our approach we extend the traditional CF data model
by assuming that each rating r,; in a m X n users-items
matrix, is stored together with some contextual information
c(u,i) = (c1,...,¢n),¢; € Cj, describing the conditions un-
der which the user experience was collected (c; is a nominal
variable). The proposed method identifies items having sig-
nificant differences in the ratings (see later the exact test
criteria). For each one of these items, our algorithm splits
its ratings into two subsets, creating two new artificial items
with ratings belonging to these two subsets. The split is
determined by the value of one contextual variable cj, i.e.,
all the ratings in a subset have been acquired in a context
where the contextual feature ¢; took a certain value. So,
for each item the algorithm seeks for a contextual feature
¢; that can be used to split the item. Then it checks if the
two subsets of ratings have some (statistical significant) dif-
ference, e.g., in the mean. If this is the case, the split is
done and the original item in the ratings matrix is replaced
by the two newly generated items. In the testing phase, the
rating predictions for the split item are computed for one
of the newly generated item. For example, assume that an
item ¢ has generated two new items i1 and 72, where i1 (i2)
contains ratings for item i acquired in the contextual con-
dition ¢; = v (¢; # v). Now assume that the system needs
to compute a rating prediction for the item 7 and user w in
a context where ¢; = x. Then the prediction is computed
for the item 41 if z = v, or iz if £ # v, and is returned as
the prediction for i. Figure 1 illustrates the splitting of one
item. As input, item splitting step takes a m X n rating
matrix of m users and n items and outputs a m X (n + 1)
matrix. The total number of ratings in the matrix does not
change. This step can be repeated for all the items that
show a dependency of their ratings from the value of one
contextual variable. In this paper we focus on a simple ap-
plication of this method where an item is split only into two
items, using only one selected contextual variable. A more
aggressive split of an item into several items, using a com-
bination of features, could produce even more “specialized”
items, but potentially increasing data sparsity.

We conjecture that the splitting could be beneficial if the
ratings within each newly obtained item are more homoge-
nous, or if they are significantly different in the new items
coming from a split. One way to accomplish this task is to
define an impurity criteria ¢ [6]. So, if there are some can-
didate splits s € S, which divide ¢ into 4; and i2, we choose
the split s that maximizes t(¢,s) over all possible splits in
S. A split is determined by selecting a contextual variable
and a partition of its values in two sets. Thus, the space of

all possible splits of item i is defined by the context model
C. We considered five impurity criteria: tmean, tprop, tsize,
tia and trandom-

tmean (1, 8) impurity criteria is defined using the two-sample
t-test and computes how different are the means of the rat-
ings in two rating subsets, when the split s is used. The big-
ger the t value of the test, the more significant the difference
Hil —Hi2

where p; is the mean rating of the item i, s; is the rating
variance of item ¢ and n; is the number of ratings that item
¢ contains.

tprop (i, 8) uses the two-proportion z-test and determines
whether there is a significant difference between the propor-
tions of high and low ratings in i1 and 2, when s is used.
We consider a rating to be high if its value is 4 or 5, and low
if it is 1, 2 or 3 [8]. To test the difference between propor-
tions we use the two-proportion z-test computed as: tprop =

Ty e = (una piana) (1 <),

pi1 (pi2) is the proportion of high ratings in i1 (i2), and n;1
(ns2) is the number of ratings il (n2).

tsize (2, 8) measures the number of ratings for ¢ and does
not depend on s. We use this measure to determine which
items to split first. We hypothesized that an item is worth
splitting if it contains enough (or many) ratings.

trc (i, s) measures the information gain (IG), also known
as Kullback-Leibler divergence [9], given by s to the knowl-
edge of the item 4 rating: t;¢ = H (i) — H(i1)P;, + H(i2) P,
where H(i) is the Shannon Entropy of the item ¢ rating dis-
tribution and P;, is the proportion of ratings that i; receives
from item 3.

trandom (1, 8) is used as a reference for comparing the be-
havior of the other methods. It returns a random score for
each split s.

of the means in two partitions is: tmean =

3. EXPERIMENTAL EVALUATION

We tested the proposed method on one real-world and three
semi-synthetic data sets with ratings in {1, 2, 3, 4, 5}. The
Yahoo!! Webscope movies data set contains 221K ratings,
for 11,915 movies by 7,642 users. The data set is enriched
with the user age and gender features, here used as contex-
tual variables. We used 3 age groups: users below 18 (ul8),
between 18 and 50 (18t050), and above 50 (a50). The semi-
synthetic data sets were used to analyze item splitting when
varying the influence of the context on the user ratings. We
modified the original Yahoo! data set by replacing the gen-
der feature with a new artificial feature ¢ € {0,1} that was
randomly assigned to the value 1 or 0 for each rating. This
feature c is representing a contextual condition that could
affect the rating. We then randomly chose a * 100% of the
ratings and we increased (decreased) the rating value by one
if ¢ =1 (¢ = 0) and if the rating value was not already 5
(1). For example, if @ = 0.5 the synthetic data set has half
of the ratings increased or decreased according to the value
of c. We generated three synthetic data sets with o = 0.1,
a=0.5 a=0.09.

For computing the rating predictions we used three differ-
ent techniques: user-based CF (KNN), matrix factorization
(FACT) and a non-personalized recommendation computed

"'Webscope v1.0, http://research.yahoo.com/
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Figure 2: Comparison of contextual pre-filtering

methods

as the item-average (AVG). In KNN we used Pearson Cor-
relation Coefficient as user-to-user similarity metric. When
making a rating prediction for a user we took into account
only the neighbors that have rated the target item and have
co-rated a minimum number of items with the target user
(six in our case) [5]. Matrix factorization uses the gradient
descent based matrix-factorization algorithm implemented
and provided by Timely Development?. We used a single
validation set to find the best parameters for the two CF
methods. KNN uses k=30 nearest neighbors for the Yahoo!
and synthetic data sets, whereas, FACT uses 60 factors and
the other parameters are set to the same values optimized
for the Netflix data set. To evaluate the described meth-
ods we used 5-fold cross-validation and measured the Mean
Absolute Error (MAE).

3.1 Comparison on Semi-Synthetical Data

To understanding the potential of item split in a context-
dependent set of ratings we first tested this approach on
the semi-synthetical data sets described earlier, i.e., replac-
ing the gender feature with a new contextual variable that
does influence the ratings. We compared the results with
a classical contextual pre-filtering approach called reduc-
tion based [1]. Figure 2 shows comparison of three meth-
ods for three semi-synthetic data sets. For each data set
(e =0.1,a = 0.5, = 0.9) we computed MAE for the three
prediction methods. The baseline method is FACT that
does not take into account any contextual information. It is
compared with reduction based and our item splitting tech-
nique. Item splitting here uses t;g splitting criteria. For
all the three data sets the algorithm splits an item if any
split leads to an IG bigger than 0.08. In the three context-
dependent data sets, increasing the value of «;, i.e., increas-
ing the number of ratings that are correlated to the value of
the context feature, caused an increase of the overall MAE
of baseline method. Thus, the contextual condition plays
the role of noise added to the data, even if this is clearly
not noise but a simple functional dependency from a hidden
variable. In fact, FACT cannot exploit the additional infor-
mation brought by this feature and cannot effectively deal
with the influence of this variable.

Conversely, using both context-aware CF methods, we can
improve the performance of FACT CF. The performance in-
creases substantially when more information is covered by
contextual feature c. The biggest improvement is observed
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when o = 0.9. In fact, for this data set reduction based
approach improved MAE by 23.9%, whereas, item splitting
improved by 24.2%. As we expected, the smaller is the im-
pact of the contextual feature c, the smaller is the increase
of the performance. For data set with @ = 0.5, reduction
based approach improved MAE by 6% and item splitting
by 7.6%. Reducing a to 0.1, reduction based approach did
not find any contextual segment which could increase the
performance of the prediction, using the full data set. The
item splitting approach improved the performance by 0.4%.
Note that both context-aware methods get the largest MAE
for a = 0.5, and the smallest for &« = 0.9. We would rather
expect that MAE should be linearly dependent on the con-
text effect (a). In fact, there are two factors influencing the
rating of an item: the users’ profiles and the context. We
conjecture that the current solutions may not be the optimal
in fitting and balancing these two factors. Hence, we believe,
that there could be more effective algorithms for discovering
the rating dependency from the context.

These experiments show that both context-aware pre-filtering
approaches outperform the base line FACT CF method, es-
pecially when the context strongly influences the ratings.
It is worth noting that item splitting is computationally
cheaper and performed slightly better than reduction based.
The time complexity of item splitting is linear to the num-
ber of items in the data set and depends on the space of all
possible splits S. On the contrary, reduction based approach
searches through all the (exponentially growing) segmenta-
tions of the data that improve the accuracy of the prediction.
Moreover, item splitting method stores only a single model
to generate the predictions. Whereas, in reduction based
each significantly better segment (and its model) must be
stored separately and loaded when needed to make a pre-
diction. Besides, the differences in MAE between these two
approaches are small (up to 1.6 percent points of improve-
ment), and could depend on the particular baseline predic-
tion algorithm, i.e., FACT in our experiments. However,
we choose FACT as it is currently largely used since it nor-
mally outperforms traditional user-based or item-based CF
methods.

To better understand both methods we further analyzed the
prediction processes. Reduction based approach searches all
the possible contextual segments to find out where the pre-
diction using segmentation data is beneficial. It generates
rules showing which segment should be used for the predic-
tion. The rule set for @« = 0.1 data set is empty implying
that the algorithm should always use the full data to gen-
erate any prediction. It means that there is no contextual
segment that improves the accuracy of the prediction. The
rules for a = 0.5 data set suggests that for all the tuples
where the attribute ¢ has value “1” (increased rating) the
corresponding contextual segment should be used. The av-
erage MAE (for 5 folds) of prediction using full data set
within that segment was 0.864 comparing to MAE of 0.758 if
only the segment data would be used. When the contextual
feature provides a stronger influence, then reduction based
partitions the data into segments according to this feature.
In fact, when o = 0.9 reduction based partitions the data
using the artificial feature ¢, and always uses segmented data
for the prediction. For item splitting we looked at the num-
ber of items the algorithm splits and also on which attribute



Male Female ul8 18t050 ad0
#ratings | 158,507 52,224 45,084 157,844 7,803
mean 4.03 4.23 4.17 4.06 3.99

Table 1: Rating statistics for different demographic
groups

the split was performed. When o = 0.1, the algorithm splits
475.1 (5%) items (on average in 5 folds). The age attribute
was chosen 157.3 times and the artificial attribute was cho-
sen 318.2 times. When o = 0.9, the algorithm splits 1183.2
(10%) items on average. For this data set the age attribute
was chosen only 59.6 times and artificial attribute was cho-
sen 1124.2 times. Note, that despite IG favors attributes
with many possible values [9] item splitting chooses the at-
tribute having larger influence on the rating. We further
observe that the number of split items is not large. How-
ever, each split of an item affects also the prediction for the
items that are not split. Splitting an item is equivalent to
create two new items and deleting one, therefore, it causes a
modification of the data set. When CF generates a predic-
tion for a target user-item pair all the other items’ ratings,
including those in the new items coming from some split,
are used to build that prediction. In conclusion, we could
regard item split as a more dynamical version of reduction
based. Here the split is done for each item separately and
using an external measure (such as IG) to decide if the split
is needed.

3.2 Comparison on Original Yahoo! Data
Initially, we made a general statistical analysis of the Ya-
hoo! data. We used the two-proportion z-test (as described
above) and observed if the ratings between two genders and
different age groups are significantly different. For the Ya-
hoo! data set the biggest statistical difference was obtained
for the gender attribute (z-score 25.8). The summary of
the Yahoo! data statistics is showed in the Table 1. The
two-proportion z-test statistics shows that different demo-
graphic groups rate movies differently. However, the differ-
ence in the means of the ratings are small and most of the
time can be captured by the underlying CF algorithm. In
fact, in this case we observed that reduction based could not
find any segment that improves the prediction accuracy of
the baseline approach. Therefore, the prediction accuracy of
the reduction based approach for this data set is the same
as any standard method without contextual pre-filtering.

Conversely, when using item splitting with ¢ criteria pre-
filtering slightly improves the performance of the FACT CF
algorithm. When splitting 1% of the items with the high-
est impurity the MAE computed for the whole data set is
decreased by 0.1%. The change is small, because most of
the predictions in the test data set are not affected by pre-
filtering since a small amount of items are split. When split-
ting more items we observe a decrease in the overall perfor-
mance. This can be explained by the fact that there is no
strong functional dependency between gender, age and the
rating. Therefore, splitting the items using an arbitrary split
(if there is no strong evidence to support the split) is not
beneficial. Moreover, splitting items makes data more sparse
and the computation of item-to-item correlation could be-
come unreliable. We also measured the performance of the

other proposed split criteria on the full data set. MAE of
FACT increased: 0.3% for tprop, 0.3% for tsize, 0.3% for
tmean, 0.05% for trandom.

Thus, item splitting has a small effect when applied to the
contextual features (gender, age) in the Yahoo! data set. Be-
sides, the only splitting criteria that improved the accuracy
in the full data set is t;¢; it can sensibly improve the ac-
curacy of the prediction for ratings belonging to split items
(as it will be shown later) and also for the others. These
improvements could be small because there is not a signifi-
cant dependency between these contextual features and the
rating behavior of the users. In fact, as we have shown in
the previous section, when the dependency from the context
is stronger then item splitting is more effective. Moreover,
strictly speaking gender and age are not contextual condi-
tions but features of a user. The splitting according to these
features always put the ratings of a user in only one of the
artificial items.

To emphasize the effect of item splitting using different split
criteria, we computed MAFE only on the items that were
split. We split an increasing percentage of the items, se-
lecting those with the highest impurity. We compared the
rating prediction accuracy using the split data set with that
obtained for the same ratings using the original data set
(not split). The results for various impurity criteria on the
Yahoo! data set are shown in Figure 3. With the excep-
tion of t;¢g, item splitting improves the performance of the
non-personalized AVG method (original-AVG vs split-AVG
in the figures). When 1% of the items (with highest impu-
rity) are split the improvements are as follows: -0.2% for
tra, 1.1% for tprop 0.8% for tsize, 1.0% for tmeqn and 0.4%
trandom- The improvements are small and this should basi-
cally depends on the fact that gender and age do not signifi-
cantly influence the prediction. We also observed that KNN
was negatively affected by item splitting (both, t;¢ and
tprop), and MAE increased (original-KNN vs split-KNN).
We can explain this by observing that each split of the item
reduces the number of ratings in the target item profile. We
initially optimized the number of nearest neighbors (k pa-
rameter) to 30. But, after the split, the target item will have
a smaller number of ratings (the average size of an item pro-
file is 19 ratings) and KNN will tend to use all the users that
have rated the target (without making any user selection).
In fact, to avoid such effect, we should optimize k for each
data set separately (pre-processed and original). Conversely
item splitting is strongly beneficial for FACT; when splitting
1% of the items with the highest impurity the improvements
are as follows: 5.6% for trg, 0.4% for tprop, 0.6% for tsize,
0.7% for tmean, 0.9% for trqndom. Here, notably the best
performance is achieved by tra¢. tr¢ measures the informa-
tion brought by the contextual variable and is very different
from all the other criteria used.

4. CONCLUSIONS AND FUTURE WORK

This paper evaluates a contextual pre-filtering technique for
CF, called item splitting. Based on the assumption that
certain items may have different evaluations in different con-
texts, we proposed to use item splitting to cope with this.
The method is compared with a classical context-aware pre-
filtering approach [1] which uses extensive searching to find
contextual segments that improve baseline prediction. As a
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Figure 3: Item splitting for various criteria

result we observed that despite the increased data sparsity,
item splitting is beneficial, when some contextual feature
separates the item ratings into two more homogeneous rat-
ing groups. However, if the contextual feature is not influen-
tial this splitting technique resulted in just a minor decrease
of the prediction error on the split items and sometimes
produced a minor increase of the error in the full data set.
Item-splitting outperforms reduction based context-aware
approach when FACT CF method is used. Moreover, the
method is more time and space efficient and could be used
with large context-enriched data bases.

We must observe that the experiments conducted on real
world data are limited because they lack true contextually-
tagged ratings and therefore we had to rely on demograph-
ically tagged data that have several limitations: they are
classifying all the ratings of a user in one single context;
and appear not be really dependent on these features. The
method we proposed can be extended in several ways. For
instance one can try to split the users (not the items) ac-
cording to the contextual features in order to represent the
preferences of a user in different contexts by using various
parts of the user profile. Another interesting problem is to
find a meaningful item splitting in continuous contextual
domains such as time or temperature. Here, the splitting
is not easily predefined but have to be searched in the con-
tinuous space. Finally, item splitting could ease the task of
explaining recommendations. The recommendation can be
made for the same item in different context. The contextual
condition on which the item was split could be mentioned
as justifications of the recommendations.
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